DIAS Access to
Institutional Repository

| Title | On the Breakdown of the Kramers Theory as a Problem of Correct Modelling |
| :--- | :--- |
| Creators | Marchesoni, F. |
| Date | 1984 |
| Citation | Marchesoni, F. (1984) On the Breakdown of the Kramers Theory as a Problem of <br> Correct Modelling. (Preprint) <br> URL |
| https://dair.dias.ie/id/eprint/928/ |  |
| DOI | DIAS-STP-84-21 |

ON THE BREAKDOM OF THE KRAMERS THEORY AS A PROBLEM OF CORRECT MODELLING
by

## Fabio MARCHESONI

Dulin Institute for Advanced Studies, 10 Curlington Road, DUBLIN-4 (Ireland)
review article for AOVANESS IN CHEMICAL PHYSICS crelminary draft

Pamanent adress: Dipartimento di Fisica, Universita di Perugia, 1-05100PERUGIA (Italy)

1. Introduction

Recently there has been a great revival of theoretical interect in the
one-dimensional barrier crossing problen, and its applications to many physieal.
-chemical systems/1-7/.The problem has been modelled essentially by a Brownian
particle' moving into a double-well potential V. Since the originel wori of

Kramers/8/, a number of investigators have improved and clariried several points

We mention the results for multidimensional systens in the overdamped and uncerdamped limit/9/, the effects of anharmonicities in the potential form/7/, the role of non-Gaussian white thermal noise/1,10/, the effect or a rate enhancemer via parametric fluctuations/11/ and finally the influence due to the ron-markov: statistics of the heat bath $/ 2-6 /$.

At the same time some authors addressed the problem of the derivation of exact Langevin equations(LE), i.e. the LE derived from a Liouville equation, and of their reduction to the mathematically more tractable phencmenologiond LE employed for modelling real physicalmehemical systens/12-15/. honarty et al, studied in great detail the time dependence of the momenta of two Eroxnjan
particles of mass $M$ interacting with a harmonic potential in a fluic of particit of mass m. Under the conditions $M \gg m$ and $\omega T_{0}\langle 1$, where $\omega$ is the frequency of the Brownian oscillator and $r_{0}$ is the relaxation time of the bath partioles, very general LE can be derived, Eventhough such conditions havo been commoniy
assumed at in the quoted literature/1,11/, the structure of these exact LE is still more complicated than that of the phenomenological LE actually treated. In particular, the friction coefficients are functions of $x(t)$, where $x(t)$ is the separation of the oscillator particles, and the noise terms are generalized (i.e. not purely additive or purely multiplicative), Gaussian and non-stationary.

The various approximations which must be made to reduce the LE derived irom the Liouville equation to the simple one-dimensional LE, so far discussed, are of three types: (i) The terms which describe the rotation of the oscillator in the

- rluid must be neglected; (ii) It is necessary to approximate ad hoc the $x(t)$ dependence of the friction coefficients which arises from the interactions between the Erownian particles; (iii) The term involving the mean force exerted by the Iluid on the oscillating Brownian particles must be either neglected or approximated by a linear term in $x(t)-x_{0}$, where $x_{0}$ is the equilibrium interparticle separation of the oscillator.

With a rew necessary restrictions, detailed in ref.15, we can finally recover
the phenomenological LE

$$
\begin{align*}
& \dot{x}=v, \\
& \dot{v}=-V^{\prime}(x)-\lambda_{0} v-2 \lambda_{1} x v-\lambda_{2} x^{2} v+f(t)+x \eta(t), \tag{1.1}
\end{align*}
$$

where $f(t)$ and o $\eta(t)$ are white Gaussian noises with

$$
\langle f(t)\rangle \equiv 0, \quad\langle f(t) f(0)\rangle=2 D_{0} \delta(t),
$$

$$
\begin{aligned}
\langle\eta(t)\rangle \equiv 0, & \langle\eta(t) \eta(0)\rangle=2 D_{2} \delta(t), \\
& \langle f(t) \quad \eta(0)\rangle=2 D_{1} \delta(t),
\end{aligned}
$$

and

$$
D_{i} \equiv \lambda_{i} k_{B} T \quad\left(k_{B}\right. \text { Eoltzmann constant) }
$$

Here $V(x)$ denotes the harmonic potential $\omega^{2} x^{2} / 2$. These LE have been obtained first by Lindenberg and Seshadri/14/ by studying explicitly a specialized vers: of a model Hamiltonian introduced by Zwanzig/13/ for a one-dimensional system interacting with a heat bath. Such a model admits as a peculiar feature an exat Langevin equation that can be derived by direct integration. The LE of eq.(1) be then recovered by employing the Markovian approximation which consists on assuming that the exact noise terms are delta-correlated Gaussian stochastic processes.

Although criticism on ref. 15 is limited to the problem of the description oscillating molecules in a fluid via one-dimensional LE with simple noise stru most arguments introduced by Mohanty et al./15/ and by Lindenberg and Seshadri. apply also to the problem of modelling the decay of a metastable state. This problem plays a central role in many areas of science, most notably in chemea: kinetics, electron transport in semiconductors, and nonlinear opticts. In the recent literature detailed experimental work has been carried out by several groups/16,17/ in order to answer the basic question: To what extent is a one--
-dimensional barrier crossing picture applicable to actual physical-chemical
systems? Experimental discrepancies with the fundamental theory of Kramers/ $/$ /
have been explained by having recourse to one or more of the correcting mechan isms quoted above. Memory effects due to the non-Markovian statistics of the heat bath coupled (phenomenologically) to the 'Brownian particle' associated with the reaction coordinate $x(t)$, are pointed out as being the most important cause or the renarkably increased activation rates of a number of chemical reactions In the high friction limit/1-6,17/. The consequence of including such additional 4 mechanism is a 'frequency dependent friction'/2-5/, which is supposed to account for the unclear separation between the heat bath relaxation time scale $\tau_{0}$ and the 'mechanical' time scales related to the characteristic frequencies of the driving potential $V(x)$.

On the contrary, nobody has heeded the advice, implicit in the exact approaches of ref. 12, that friction terms appearing in the LE modelling any single process under investigation may involve a dependance on the reaction coordinate itself which generally will be non-factorizable. The present paper is aimed at extending Linderberg ans Seshadri's approach to the case when the Brownian particle is driven by a double-well potential in the underdamped and overdamped limit. The x-dependent friction terms are shown to affect the rate of. escape over the
conclusion is that the specific nature of the coupling between the srownan particle and the heat bath cannot generally be neglected by substituting the generalized friction term with an effective one $\left(-\lambda_{\text {eff }} \dot{x}(t)\right) / 14 /$, somehow proportional to the solvent viscosity (hydrodynamic assumption)/17/.

The organization of this paper is as follows. In Section 2 we discuss, via projection operator techniques, the derivation of the LE (1.1)-(1.3) from Zwanzig's model Hamiltonian. Corrections due to the presence of anharmonicities in the Hamiltonian describing the heat bath and the coupling with the system of interest are accounted for. In Section 3 we adapt the Lindenberg and Seshadri's model to the problem of the decay of a metastable state. The corresponding corrections to the Kramers' activation rates are estimated in the case of small $x$-dependent friction terms both in the overdamped and underdamped regime. In Section 4 Lindenberg and Seshadri's derivation/14/ of the LE (1.1)-(1.3) is improved by taking into account the effects of non-Markovian statistics of the he bath. Finally, in Section 5 we summarize our findings and discuss their implica tions in the applications to chemical-physical problems.

where $\bar{a}(x)$ is the $2 N$-dimensional column vector $\left(a_{1}(x), \ldots, a_{N}(x), 0, \ldots, 0\right)$. A detailed derivation of the generalized LE, eq. (2.9), can be found in refs. 13 and 14.
$F(t)$ is the initial condition-dependent portion whose statistical properties can
be assimilated to those of a Gaussian noise with zero mean value and auto-correlation functions

$$
\begin{equation*}
\left\langle F_{\nu}(t) F_{\nu}^{T}\left(t^{\prime}\right)\right\rangle=k_{B} I \omega_{\nu}^{2} \cos \left(\frac{\omega_{\nu}}{\sqrt{m_{\nu}}}\left(t-t^{\prime}\right)\right) a_{\nu}^{\prime 2}(x) . \tag{2.10}
\end{equation*}
$$

In order to obtain the LE (1.1)-(1.3) Lindenberg and Seshadri choose a quadratic form for the coupling components a ${ }_{\nu}(x)$ and, in addition, introduce the Markovian approximation so that the random forces $F(t)$ on eq. (2.10) result to be delta--correlated.

An alternative procedure consists in employing an equivalent Fokker-planck
formalism. The corresponding Fokker-Planck(FP) equation can be obtained by means of an adiabatic elimination procedure/18/ which allows us to eliminate the bath variables provided that $\omega \tau_{0}<1$, where now $1 / \omega$ denotes a suitable mechanical time scale related to the effective potential $V(x)$. By changing the bath variables

$$
\begin{equation*}
p_{\nu} \rightarrow p_{\nu}, q_{\nu} \rightarrow Q_{\nu} \equiv q_{\nu}-a_{\nu}(x) \tag{2.11}
\end{equation*}
$$

the Hamiltonian equations corresponding to the total Hamiltonian of eq. (2.7) can be re-written as

$$
\begin{align*}
& \dot{x}=p / M  \tag{2.12}\\
& \dot{p}=-V^{\prime}(x)+\sum_{\nu} w_{\nu}^{2} Q_{\nu} a_{v}^{\prime}(x)
\end{align*}
$$

$$
\begin{aligned}
& \dot{Q}_{\nu}=P_{\nu} / m_{\nu}-a_{\nu}^{\prime}(x) P / M \\
& \dot{P}_{\nu}=-\omega_{\nu}^{2} Q_{\nu},
\end{aligned}
$$

The related Liouvillian operator $L$ defined as $i[H, \ldots]$, where $[\ldots, \ldots]$ denotes the Poisson brakets, can be separated into an unperturbed part ( $L_{0}$ ) and a perturbation part $\left(\mathbb{L}_{I}\right)$ :

$$
\begin{aligned}
& L_{0}=\sum_{\nu}\left(-\frac{p_{\nu}}{m_{\nu}} \frac{\partial}{\partial Q_{\nu}}+\omega_{\nu}^{2} Q_{\nu} \frac{\partial}{\partial p_{\nu}}\right), \\
& L_{I}=-\frac{P}{M} \frac{\partial}{\partial x}+V^{\prime}(x) \frac{\partial}{\partial p}-\sum_{\nu}\left(\omega_{\nu}^{2} Q_{\nu} \frac{\partial}{\partial P}-\frac{P}{M} \frac{\partial}{\partial Q_{v}}\right) a_{\nu}^{\prime}(x)(i)
\end{aligned}
$$

For clarity we give further details of our perturbation technique in the Appt This applies in the presence of a clearcut time scale separation between the heat bath relaxation process and the mechanical driving by the potential $V(x)-\omega$ こ in notation of ref.15. Our final result is a FP equation of the type:

$$
\frac{\partial}{\partial t} \rho(x, p ; t)=\sum_{r=0}^{\infty} \Gamma_{r} \rho(x, p ; t)
$$

where $\rho(x, p ; t)$ is the reduced distribution function in the relevant canonical coordinates of the system under study and $\Gamma_{r}$ are the perturbation terms of order $r$-th of the corresponding FP operator. In particular we find,

$$
\begin{aligned}
& \Gamma_{0}=-\frac{p}{M} \frac{\partial}{\partial x}+V^{\prime}(x) \frac{\partial}{\partial p}, \\
& \Gamma_{1}=n^{n}(M, x)\left(k_{B} T \frac{\partial^{2}}{\partial p^{2}}+\frac{1}{M} \frac{\partial}{\partial p} p\right),
\end{aligned}
$$

where

$$
\begin{equation*}
\gamma(N, x) \equiv \int_{0}^{\infty} d \tau \sum_{\nu} \omega_{\nu}^{2} a_{v}^{2}(x) \cos \left(\frac{\omega_{\nu}}{\sqrt{u_{\nu}}} \tau\right) \tag{2.18}
\end{equation*}
$$

With the choice of ref. 14 for a, $(x)$,

$$
\begin{equation*}
a_{\nu}(x)=\Gamma_{\nu} x+\beta_{\nu} x^{2} / 2 \tag{2.19}
\end{equation*}
$$

we readily obtain ${ }^{(*)}$

$$
\begin{equation*}
Y(N, x)=\lambda_{0}+2 \lambda_{1} x+\lambda_{2} x^{2} \tag{2.20}
\end{equation*}
$$

We remark that the FP equation (2.15)-(2.17) with the friction terms given by eq. (2.20) corresponds exactly to the LE (1.1)-(1-3). The Markovian assumption is now implicit in the truncation of the series of eq.(2.15) at $r=1$.

* Before going beyond such an approximation by calculating $\Gamma_{2}$, we briefly discuss the critical choice (2.6) for the interaction Hamiltonian $H_{S B}$. Although a very general choice of $H_{S B}$ makes the model untractable, we can slightly improve our understanding of its role on assuming that the linear term $H_{S B}^{0}$ is perturbed by nonlinear corrections of the type:

$$
\begin{equation*}
H_{S B}-H_{S B}^{(0)}=\sum_{v} Q_{\nu}^{n} b_{\nu}(x) \tag{2.21}
\end{equation*}
$$

for any $n>1$. The additional interaction modifies the perturbation part $\mathbb{L}_{I}$ of the Liouvillian operator as follows:

$$
\begin{align*}
& L_{\gamma}=L_{Y}(e q .(2,14))-\sum_{\nu}\left[Q_{\nu}^{n} b_{\nu}^{\prime}(x)-n Q_{\nu}^{n-i} a_{\nu}^{\prime}(x) .\right.  \tag{2.22}\\
& \left.b_{\nu}(x)\right] \frac{\partial}{\partial p}-\sum_{\nu} n Q_{\nu}^{n-1} b_{\nu}(x) \frac{\partial}{\partial p_{\nu}} .
\end{align*}
$$

The third term on the r.h.s. of eq.(2.22) does not contribute to our FP equation (see Appendix). Without loss of generality we assume for instance $n$ even so that $L_{\text {I }}$ can conveniently re-written as:

$$
\begin{align*}
& L_{I}=-\frac{p}{M} \frac{\partial}{\partial x}+\left(V^{\prime}(x)-\sum_{\nu} Q_{\nu}^{n} b_{\nu}^{\prime}(x)\right) \frac{\partial}{\partial p}- \\
& -\sum_{\nu}^{\prime}\left[Q_{\nu}\left(\omega_{\nu}^{2}-n Q_{\nu}^{n-2} b_{\nu}(x)\right) \frac{\partial}{\partial p}-\frac{P}{H} \frac{\partial}{\partial Q_{V}}\right] a_{\nu}^{\prime}(x) .
\end{align*}
$$

on applying the perturbation technique outlined in the Appendix we find for ${ }^{\rho}$. and $\Gamma_{1}$ the same formal expression of eqs.(2.16) and (2.17) respectively, where $V(x)$ now reads

$$
V(x)=U(x)-\frac{1}{2} \sum_{v} \omega_{v}^{2} a_{v}^{2}(x)-\sum_{v}(n-1)!!\left(\frac{k_{3}}{-\frac{T}{2}} \omega_{v}^{2}\right)^{\frac{n}{2}} b_{v}(x)
$$

and $\gamma(M, x)$ exhibits an explicit dependence on $k_{B} T$. The explicit dependence on the temperature is due to the averages $\left\langle Q_{\nu}^{m}\right\rangle$ taken over the umperturbed equilibril bath distribution (see Appendix).

The corrections to the isolated nonlinear potential $U(x)$ are the exact couterpart of the mean force exerted by the fluid on the melecular oscillator as it appears in the LE obrained by Mohanty et $21 . / 15 /$. If $a_{\nu}(x)$ and $b_{\nu}(x)$ are chosen to be polynomials in $x, \gamma(H, x)$ assumes a form still resembling that of eq. (2.20):

$$
\begin{equation*}
\gamma(N, x)=\sum_{k=0} \lambda_{k}(T) x^{k} \tag{12.}
\end{equation*}
$$

It is noteworthy that the same kind of corrections to eqs.(2.16) and (2.17)
can be determined also on assuming that the heat bath consists of nonlinear oscillators provided that nonlinearities can be treated perturbatively. If we add a nonlinear perturbation term to $H_{B}$ in eq. (2.3) and change variables as in eq.(2.11), such a result follows immediately from our perturbation approach. We conclude that the T-dependence exhibited by both the phenomenological potential $V(x)$ and the friction terms $g(M, x)$ - see eqs. (2.24) and (2.25) - is general in its nature and should be traced back to the intrinsic nonlinear features of the total system and namely of the Hamiltonians $H_{B}$ and $H_{S B}$. In Section 5 we discuss the physical relevance of such a dependence for applications to chemical-physical systems. For the purposes of Sections 3 and 4 however nonlinear corrections to $H_{B}+H_{S B}$ can be disregarded without loss of generality.

With the choices of eqs.(2.3) and (2.6) for $H_{B}$ and $H_{S B}$, we can easily compute $I_{2}$ of eq.(2.15). On employing our adiabatic elimination technique we readily

$$
\begin{aligned}
& \text { find } F_{2}=-S_{1}(M, x) \frac{\partial}{\partial p}\left[k_{B} T+\frac{P}{M}\right]\left[-\frac{P}{M} \frac{\partial}{\partial x}+V^{\prime}(x) \frac{\partial}{\partial p}\right]+ \\
& \quad+S_{2}(M, x) \frac{\partial}{\partial p}\left[-\frac{p}{M} \frac{\partial}{\partial x}+V^{\prime}(x) \frac{\partial}{\partial p}\right]\left[k_{B} T \frac{\partial}{\partial p}+\frac{P}{M}\right]+ \\
& \quad-S_{3}(M, x) \frac{\partial}{\partial p} \frac{D}{M}\left[k_{B} T \frac{\partial}{\partial p}+\frac{p}{M}\right],
\end{aligned}
$$

where

$$
\begin{align*}
& \widehat{S}_{1}(I \mid, x)=\frac{1}{2} \int_{0}^{d} d s_{0} \int_{0}^{s_{0}} \sum_{v} a_{v}^{12}(x) \omega_{v}^{2} \cos \left(\frac{\omega_{v}}{\frac{m_{v}}{v}} s_{0}\right) d s_{1},  \tag{12}\\
& S_{2}(M, x)=\frac{1}{2} \int_{0}^{\infty} d s_{0} \int_{0}^{s_{0}} \sum_{v} a_{v}^{2}(x) \omega_{v}^{2} \cos \left[\frac{\omega_{v}}{\frac{1 m_{v}}{}}\left(s_{0}-s_{1}\right)\right] d s_{1}, \\
& S_{3}(\eta, x)=\frac{1}{2} \int_{0}^{\infty} d s_{v} \int_{0}^{s_{0}} \sum_{v} a_{v}^{\prime}(x) a_{v}^{\prime \prime}(x) \omega_{v}^{2} \cos \left[\frac{\omega_{\nu}}{\sqrt{m_{\nu}}}\left(s_{0}-s_{i}\right)\right] d s_{1} \tag{12.}
\end{align*}
$$

The structure of $P_{2}$ is rather complicated. On following the procedure adopted for $\Gamma_{1}$, by choosing an explicit form for $a_{\nu}(x)$ and assuming the convergence of th integrals in eqs.(2.27), $\mathcal{S}_{1}, \zeta_{2}$ and $\zeta_{3}$ can be given the form of polynomials in $x$ : eight new parameters (three from $\zeta_{1}$ and $\zeta_{2}$ each and two from $S_{3}$ ) contro the non-Markovian corrections at the lowest perturbation order. In Section 4 we shall study numerically the role of the non-Markovian statistics of the heat bath under some stronger assumptions in order to gain a deeper comprehension of the underlying dynamics.
3. Activation rates in the Markovian limit.

In Section 2 we discussed under which assumptions the phenomenological LE (1.7) can be employed as a sensible description of a chemical reaction. Apart from the possible T-dependence of both the effective potential $V(x)$ and the friction terms arising from the inevitable nonlinearities of $H_{S}+H_{S B}$, the Markovian statistics of the heat bath are understood in the system of eqs.(1.1) as the main assumption. In the present Section we estimate the quantitative corrections to the rate of escape due to the multiplicative friction terms in $\lambda_{1}$ and $\lambda_{2}$ provided that these can be regarded as small in comparison with the usual dissipation term $-\lambda_{0} v$ of the Kramers theory. Our treatment applies also to more general choices for $V(x)$ and $\gamma^{\gamma}(N, x)$ as those on eqs. (2.24) and (2.25) respectively.
a) the overdamped limit

He study first the limit most discussed in the literature/2-8/ of high viscosity and large activation energy. For simplicity we assume our effective potential to be modelled as

$$
\begin{equation*}
V(x)=-a x^{2} / 2+b x^{4} / 4 \tag{3.1}
\end{equation*}
$$

It represents a symmetric double-well potential with two stable fixed points, $x_{ \pm}= \pm(a / b)^{\frac{2}{2}}$, an instable fixed point in $x=0$ and activation energy defined as

$$
\begin{equation*}
\Delta V=V(0)-V\left(x_{ \pm}\right)=a^{2} / 4 b . \tag{3.2}
\end{equation*}
$$

The height of the barrier $\Delta V$ is assumed large compared to the thermal energy $k_{B}{ }^{T}$. Furthermore the characteristic mechanical time scale mentioned in section 2 is now given by $\sqrt{a}$, being $V^{\prime \prime}(0)=a$ and $V^{\prime \prime}(x)=2 a$. Here high viscosity means that $\lambda_{0} \gg \sqrt{a}$, since we chose to consider the $x$-dependent friction terms as comparative small. This is the well known overdamped limit of our system.

We proceed further by applying the standard analysis/1,3,7/ which consists in eliminating the variable velocity perturbatively. We employ again the perturbation technique in the Appendix.

The FP operator corresponding to the LE (1.1)-(1.3) can be divided into a perturbation part $\Gamma_{I}$ and an umperturbed part $\Gamma_{0}$ such as:

$$
\begin{align*}
& \Gamma_{0}=\lambda_{0}\left(\frac{\partial}{\partial v} v+k_{B} T \frac{\partial^{2}}{\partial v^{2}}\right),  \tag{3.3}\\
& T_{I}=-v \frac{\partial}{\partial x}+V^{\prime}(x) \frac{\partial}{\partial v}+\left(\lambda_{2} x^{2}+2 \lambda_{1} x\right) \cdot\left[\frac{\partial}{\partial v} v+k_{B} T \frac{\partial^{2}}{\partial v^{2}}\right] \tag{3.4}
\end{align*}
$$

The result of our projection technique can be finally written as follows:

$$
\begin{align*}
& \frac{\partial}{\partial t} p(x ; t)=\frac{1}{\lambda_{0}} \frac{\partial}{\partial x} D(x) j(x) p(x ; t)+\frac{1}{\lambda_{0}^{3}}\left[\frac{\partial}{\partial x} j(x) \frac{\partial}{\partial x} j(x)\right.  \tag{3.5}\\
& \left.-\frac{\partial^{2}}{\partial x^{2}} j^{2}(x)\right] p(x ; t)
\end{align*}
$$

where

$$
\begin{equation*}
j(x)=V^{\prime}(x)+k_{B} \Gamma \frac{\partial}{\partial x} \tag{3.6}
\end{equation*}
$$



> In eq.(3.11) the symmetry of both $V(x)$ and $\bar{p}(x)$ are taken into account.
In the case of a large barrier, i.e. $\Delta V / k_{B} T \gg 1$, we can evaluate (3.11) by
use of the method of steepest descendent. We readily obtain the following expression
and


[^0]odd in $x$ vanish exactly for symmetric potentials.

We make now two relevant remarks:
(i) The restrictions under which our perturbation technique is valid can be determined from eq. (3.14). The assumption of a definitive positive diffusion $k_{B} T D(x)$ within the bistable region is satisfied when

$$
\begin{equation*}
\frac{\lambda_{2}}{\lambda_{0}} k_{B} \frac{I}{a}, \frac{\lambda_{1}}{\lambda_{0}}\left(\frac{k_{B} T}{a}\right)^{\frac{1}{2}} \ll 1 \tag{3.15}
\end{equation*}
$$

Such an inequality corresponds to impose that the $x$-dependent friction terms are small compared to $-\lambda_{o^{v}} / 14 /$.
(ii) The effects of the internal multiplicative noise $\left(\lambda_{1}, \lambda_{2} \neq 0\right)$ on the activation rate are determined by the prefactor $H\left(\frac{\hat{\lambda}_{1}}{\lambda_{0}}, \frac{\lambda_{2}}{\lambda_{0}}\right)^{-1}$ : The dependence on the temperature is no lomger controlled by the Arrhenius factor in eq. (3.13) solely even assuming that $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ constant; the rate of escape increases or decreases depending on whether $\lambda_{1} 2_{1}^{2}$ is smaller than $\lambda_{\mathrm{D}} \lambda_{2}$ or not. In Section 5 we shall discuss some consequences of the main results of the present Section for application to prastical chemical-physical problems.
b) the underdamped limit

Let us now face the problem of 'small' friction terms and large activation energies. Following Stratonovitch/20/ and adopting notation of ref. 14 , we describe the system by LE for the deplacement $x$ and the energy envelope $E$,

$$
E \equiv \underline{v}^{2}+\bar{V}(x)
$$

The energy envelope technique is based on the assumption that the average energy envelope $\langle E(t)\rangle$ varies slowly compared to the average displacement $\langle x(t)\rangle$ This condition places two restrictions on the parameter values for which the technique is valid: the damping must be weak in comparison with the characteristio mechanical frequencies, and the variations in the average energy envelope must be slow in comparison with the average period of oscillation inside a single potentia well. We shall justify the application of such a technique to our problem at the $e$ On changing variables

$$
x \rightarrow x, V \rightarrow E
$$

the FP equation corresponding to the $L E$ (1.1)-(1.3) reads/14/:

$$
\begin{aligned}
& \frac{\partial}{\partial t} P(x, E ; t)=\left\{-\frac{\partial}{\partial x^{2}}\{2[E-V(x)]\}^{\frac{1}{2}}+2\left(\lambda_{0}+2 \lambda_{1} x+\lambda_{2} x^{2}\right)\right. \\
& \quad \cdot \frac{\partial}{\partial E}[E-V(x)]-\left(D_{0}+2 D_{1} x+D_{2} x^{2}\right) \frac{\partial}{\partial E}+2\left(D_{0}-2 D_{1} x-\right. \\
& \left.\left.D_{2} x^{2}\right) \frac{\partial^{2}}{\partial E^{2}}[E-V(x)]\right\} P(x, E ; t)
\end{aligned}
$$

where the probability density $P(x, E ; t)$ is related to $\rho(x, v ; t)$ occurring in $(2.1$ by

$$
P(x, E ; t) d x d E=\rho(x, v ; t) d x d v
$$

$P(x, E ; t)$ can be exactly written as the product/20/

$$
P(x, E ; t)=W(x, t \mid E) P_{E}(E ; t)
$$

where $w(x, t \mid E)$ is the probability density that the displacement at time $t$ is $x$
conditional on its energy envelope being $E$ (and also conditional on the initial conditions). The method of Stratonovitch is based on the assumption that, independently of the initial condition $(x(0), E(0)), w(x, t \mid E)$ is proportional to the time that the system -with energy envelope $E-$ spends at $x$. The time spent at $x$ is in turn inversely proportional to the velocity at $x$, i.e. to $v(t)$. Thus we obtain

$$
\begin{equation*}
W(x, L \mid E)=\left\{2 \dot{\Phi}^{\prime}(E)[E-V(x)]^{\frac{1}{2}}\right\} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(E) \equiv \int_{R}[E-V(x)]^{\frac{1}{2}} d x \tag{3.22}
\end{equation*}
$$

and the prime denotes a derivative with respect to $E$. The region of integration $R$
in (3.22) defines the domain of $x$ for which $E \geqslant V(x)$. On substituting eqs.(3.20) and (3.21) into eq. (3.18) and integrating over $x$, we find an approximate $F P$ equation for the reduced probability density $P_{E}(E ; t) / 14 /$ :

$$
\begin{align*}
& \frac{\partial}{\partial t} P_{E}(E, t)=\left\{\frac{\partial}{\partial E}\left[\lambda_{0} \frac{\phi(E)}{\phi^{\prime}(E)}-D_{0}+\frac{\lambda_{2} \psi(E)-D_{2} \psi^{\prime}(E)}{\phi^{\prime}(E)}\right]+\right. \\
& \left.+\frac{\partial^{2}}{\partial E^{2}}\left[\frac{D_{0} \phi(E)+D_{2}}{\phi^{\prime}(E)} \frac{\psi(E)}{}\right]\right] P_{E}(E ; t), \tag{3.23}
\end{align*}
$$

where

$$
\begin{equation*}
\psi(E) \equiv \int_{R} x^{2}[E-V(x)]^{\frac{1}{2}} d x \tag{3.24}
\end{equation*}
$$

Note that in this approximation the contributions of the terms proportional to $\lambda_{1}$, venish.

The equilibrium distribution $\bar{p}_{E}(E)$ of the $F P$ equation $(3.23)$ can be readily calculated ( $\mathcal{N}$ is a normalization constant):

$$
\bar{P}_{E}(E)=\mathcal{V}^{P} \phi^{\prime}(E) \exp \left(-E / k_{B} T\right)
$$

We propose the following definition of activation time $T_{E}$ in the underdamped limit: $T_{E}$ coincides with the average time needed for the energy envelope $\langle E(t)\rangle$ to reach the value of the activation energy $\quad \Delta V$ starting from its mean value $E_{O}$

$$
T_{E}\left(E_{0}\right)=\int_{E_{0}}^{\bar{P}_{E}(E) D(E)} \frac{\Delta V}{E} \int_{0}^{E\left(E^{\prime}\right) d E^{\prime}}
$$

where $D(E)$ is the diffusion coefficient on eq.(3.23):

$$
D(E)=\left(D_{0} \Phi(E)+D_{2} \psi(E)\right) / \Phi^{\prime}(E)
$$

The expression (3.26) is the counterpart of eq. (3.11) and has been obtained by sol the corresponding MFPT problem as outlined in ref. 20 .

In order to estimate $E_{0}$ we must calculate explicitly $\Phi(E)$ on eq. (3.22). Tha integral involves complete elliptic integrals of first and second kind. In the lim of high activation energies however we can suitably avoid the difficulty approxim two

$$
1
$$

ting $V(x)$ by to upright branches of parabola intersecting in $x=0$. The height of the barrier is kept equal to $\Delta V$ and the frequencies of such parabolas are as those obtained by linearly expanding the potential $V(x)$ around $x_{+}$and $x_{-}$respectively.

Thus we find an approximated expression for $\phi(E)$ :

$$
\begin{equation*}
\Phi(E) \simeq \Phi_{0}(E) \equiv 2 \int_{Q} \sqrt{E-a x^{2}} d x=\frac{\pi}{\sqrt{a}} E, \tag{3.28}
\end{equation*}
$$

and analogously for $\psi(E)$ :

$$
\begin{equation*}
\psi_{0}(E)=\frac{\Pi}{\sqrt{a}} \frac{E^{2}}{4 a} \tag{3.29}
\end{equation*}
$$

It is noteworthy to remark that such an estimate works fairly well in the limit $\Delta V / k_{B} T \geqslant 1$ and that the first corrections to $\phi(E)$ are proportional to $\Phi_{0}(E)\left(\frac{E}{\Delta V}\right)^{\frac{1}{2}}$. On substituting $\Phi_{0}(E)$ into eq.(3.25), we determine

$$
\begin{equation*}
E_{0}=k_{B} T \tag{3.30}
\end{equation*}
$$

We are now in a position to work out eq.(3.26). Substituting eqs.(3.25) and (3.27) with eqs.(3.29) and (3.29) into eq.(3.26) yields:
$T_{E}\left(k_{B} T\right)=\frac{\left(k_{B} T\right)^{-1}}{\lambda_{0}} \int_{k_{B} T}^{\Delta V} \frac{e^{E / k_{B} T}}{\phi_{0}(E)+\left(\lambda_{2} \lambda_{0}\right) \psi_{0}(E)} d E \int_{0}^{E} \phi_{0}^{\prime}\left(E^{\prime}\right) e^{-E / k_{B} T} d E^{\prime}$

On integrating by parts the integral on the right, we obtain
$I_{E}\left(k_{B} T\right)=\frac{\left(k_{0} T\right)^{-2}}{\lambda_{0}} \int_{k_{B} T}^{\Delta V} \frac{e^{E / k_{B} T}}{\phi_{0}(E)+\left(\lambda_{2} / \lambda_{0}\right) \psi_{0}(E)} d E \int_{0}^{E} \phi_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{B} T} d E^{\prime}$
where terms $O\left(\frac{\Delta T}{k_{B} T}\right)$ will be negligible compared to terms $\theta\left(e^{\Delta V / k_{B} T}\right)$ from (3.32).

We can now separate $T_{E}\left(k_{B} T\right)$ into two parts as follows:

$$
T_{E}\left(k_{B} T\right) \equiv\langle\tau\rangle+\delta\langle\tau\rangle
$$

where

$$
\langle\tau\rangle=\frac{\left(k_{B} T\right)^{-2}}{\lambda_{0}} \int_{k_{B} T}^{\Delta V} \frac{e^{E / k_{B} T}}{\phi_{0}(E)} d E \int_{0}^{E} \phi_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{B} T} d E^{\prime},
$$

and
$\delta\langle\tau\rangle=-\left(k_{B} T\right)^{-2} \frac{\lambda_{2}}{\lambda_{0}} \int_{k_{B} T}^{\Delta V} \frac{\phi_{0}(E) e^{E / k_{B} T}}{\lambda_{0} \phi_{0}(E)+\lambda_{2} \psi_{0}(E)} d E \int_{0}^{E} \phi_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{E} T} d E^{\prime}$

Here $\langle\tau\rangle$ denotes the limit of $T_{E}\left(k_{B} T\right)$ for $\lambda_{2} \rightarrow 0$, while $\delta\langle\tau\rangle$ is the correcti due to the $x$-dependent friction terms.

The integrals on eqs.(3.34) and (3.35) can be calculated explicitly by substit eqs.(3.28) and (3.29):
$\langle\tau\rangle=\frac{1}{\lambda_{0}}\left[E_{i}\left(\frac{\Delta V}{k_{B} T}\right)-E_{i}(1)\right]$,
$\delta\langle\tau\rangle=-\frac{1}{\lambda_{0}}\left[E_{i}\left(\frac{\Delta V}{k_{s} T}+\frac{1}{\beta k_{B} T}\right)-E_{i}\left(1+\frac{1}{\beta k_{B} T}\right)\right] \cdot e^{-\frac{1}{\beta k_{B} T}}$,
where $\beta \equiv \lambda_{2} / 4 a \lambda_{0}$ and $E i(x)$ denotes the exponential-integral function/21/, which can be expanded as:

Thus we find an approximated expression for $Q(E)$ :

$$
\begin{equation*}
\Phi(E) \simeq \Phi_{0}(E) \equiv 2 \int_{R} \sqrt{E-a x^{2}} d x=\frac{n}{\sqrt{a}} E \tag{3.28}
\end{equation*}
$$

and analogously for $\psi(E)$ :

$$
\begin{equation*}
\psi_{0}(E)=\frac{\pi}{\sqrt{a}} \frac{E^{2}}{4 a} \tag{3.29}
\end{equation*}
$$

It is noteworthy to remark that such an estimate works fairly well in the limit
$\Delta V / k_{B} T \gg 1$ and that the first corrections to $\phi(E)$ are proportional to $\Phi_{0}(E)\left(\frac{E}{\Delta V}\right)^{\frac{1}{2}}$. On substituting $\bar{\Phi}_{0}(E)$ into eq.(3.25), we determine

$$
\begin{equation*}
E_{0}=k_{B} T \tag{3.30}
\end{equation*}
$$

We are now in a position to work out eq.(3.26). Substituting eqs.(3.25) and (3.27) with eqs.(3.28) and (3.29) into eq.(3.26) yields:


On integrating oy parts the integral on the right, we obtain
$T_{E}\left(k_{B} T\right)=\left(k_{B} T\right)^{-2} \int_{k_{B} T}^{\Delta \phi_{0}(E)+\left(\lambda_{2} / \lambda_{0}\right) \psi_{0}(E)} \frac{\left.e^{E / k_{B} T} d E\right|_{0} ^{E} \phi_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{B} T} d E^{\prime}, ~}{\phi_{0}}$
where terms $O\left(\frac{\Delta V}{K_{G} I}\right)$ will be negligible compared to terms $\theta\left(e^{\Delta V / k_{B} I}\right)$ from (3.32).

We can now separate $T_{E}\left(k_{B} T\right)$ into two parts âs follows:

$$
\Gamma_{E}\left(k_{B} \Gamma\right) \equiv\langle\tau\rangle+\delta\langle\tau\rangle
$$

where

$$
\langle\tau\rangle=\frac{\left(k_{B} T\right)^{-2}}{\lambda_{0}} \int_{k_{B} I}^{\Delta V} \frac{e^{E / k_{B} T}}{\phi_{0}(E)} d E \int_{0}^{E} \phi_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{B} T} d E^{\prime}
$$

and
$\delta\langle\tau\rangle=-\left(k_{B} T\right)^{-2} \frac{\lambda_{2}}{\lambda_{0}} \int_{k_{B} T} \frac{\phi_{0}(E) e^{E / k_{B} T}}{\lambda_{0} \Phi_{0}(E)+\lambda_{2} \psi_{0}(E)} d E \int_{0}^{E} \oint_{0}\left(E^{\prime}\right) e^{-E^{\prime} / k_{B} T} d E^{\prime}$

Here $\langle\tau\rangle$ denotes the limit of $T_{E}\left(k_{B} T\right)$ for $\lambda_{2} \rightarrow 0$, while $\delta\langle\tau\rangle$ is the correctic due to the $x$-dependent friction terms.

The integrals on eqs.(3.34) and (3.35) can be calculated explicitly by substitu eqs.(3.28) and (3.29):
$\langle\tau\rangle=\frac{1}{\lambda_{0}}\left[E_{i}\left(\frac{\Delta V}{k_{B} T}\right)-E_{i}(1)\right]$,
$\delta\langle\tau\rangle=-\frac{1}{\lambda_{0}}\left[E_{i}\left(\frac{\Delta V}{k_{S} T}+\frac{1}{\beta k_{B} T}\right)-E_{i}\left(1+\frac{1}{\beta k_{B} T}\right)\right] \cdot e^{-\frac{2}{\beta k_{B} T}}$,
where $\beta \equiv \lambda_{2} / 4 a \lambda_{0}$ and $E i(x)$ denotes the exponential-integral function $/ 21 /$, which can be expanded as:

$$
E_{i}(x)=e^{x} \sum_{k=1}^{\infty} \frac{(k-1)!}{x^{k}}
$$

On employing eq.(3.38), we can determine the leading term on eq.(3.36):

$$
\begin{equation*}
\langle\tau\rangle=\frac{1}{\lambda_{0}} \frac{k_{B} T}{\Delta V} \cdot \exp \left(\Delta V / k_{B} T\right) \tag{3.39}
\end{equation*}
$$

In view of the approximations introduced in eqs.(3.28) and (3.29), contributions proportional to $\left.\langle\tau\rangle\left(\frac{k_{3}}{\Delta \frac{T}{V}}\right)^{k}, k\right\rangle 1$, are meaningless. The inverse of $\langle\tau\rangle$ on eq. (3.39) coincides exactly with the well-known rate of escape found by Kramers/8/ in the underdarped limit. This result makes us more confident of our approach based on the energy envelope technique and on the definition (3.26) of activation time.

Analogously, expanding eq.(3.37) at the first order in $k_{B} T / \Delta V$, we find :

$$
\begin{equation*}
\delta\langle T\rangle=-\frac{k_{B}}{\lambda_{0}}\left(\Delta V+\frac{1}{\beta}\right)^{-1} \exp \left(\Delta V / k_{B} T\right) \tag{3.40}
\end{equation*}
$$

On putting eqs.(3.39) and (3.40) together, we conclude:

$$
\begin{equation*}
T_{E}\left(k_{B} I\right) \simeq\langle\tau\rangle\left(1-\frac{\beta \Delta V}{1+\beta \Delta V}\right) \tag{3.41}
\end{equation*}
$$

We make now some relevant remarks:
(1) The activation rate in the underdamped limit,

$$
\begin{equation*}
\mu_{E}\left(\lambda_{0}, \lambda_{2}\right) \equiv \Gamma_{E}^{-1}\left(k_{B} \Gamma\right) \tag{3.42}
\end{equation*}
$$

is an increasing function of $\lambda_{2}$. In the frame of the Stratonovitch method, ecs. 13.1 and (3.27) prove this immediately. In the limit of high activation energies - see eqs.(3.28) and (3.29)-from eq.(3.41) we obtain:

$$
\mu_{E}\left(\lambda_{0}, \lambda_{2}\right)=\langle\tau\rangle^{-1}(1+\beta \Delta V)=\mu_{E}\left(\lambda_{0}\right)\left(1+\frac{\lambda_{2}}{\lambda_{0}} \frac{a}{16 b}\right), 13
$$

where $\mu_{E}\left(\lambda_{0}\right)$ is the inverse of the Kramers escape time for $\lambda_{0} / \sqrt{a} \rightarrow 0$ given in eq. (3.39). If we compare this result to that of eqs.(3.12)-(3.14) for the overdamped limit we conclude that the $x$-dependent friction terms play a different role in the two viscosity regimes.

$$
E_{i}(x)=e^{x} \sum_{x=1}^{\infty} \frac{(k-1)!}{x^{k}}
$$

$$
v
$$

On employing eq.(3.38), we can determine the leading term on eq.(3.36):

$$
\begin{equation*}
\langle\tau\rangle=\frac{1}{\lambda_{0}} \frac{k_{B} T}{\Delta V}, \exp \left(\Delta V / k_{B} T\right) \tag{3.39}
\end{equation*}
$$

In view of the approximations introduced in eqs. (3.28) and (3.29), contributions proportional to $\left.\langle\tau\rangle\left(\frac{k_{3} \frac{T}{\Delta V}}{\Delta}\right)^{k}, k\right\rangle 1$, are meaningless. The inverse of $\langle\tau\rangle$ on eq. (3.39) coincides exactly with the well-known rate of escape found by Kramers/8/ in the underdaped limit. This result makes us more confident of our approach based on the energy envelope technique and on the definition (3.26) of activation time.

Analogously, expanding eq.(3.37) at the first order in $k_{B} T / \Delta V$, we find :

$$
\begin{equation*}
\delta\langle\tau\rangle=-\frac{k_{B}}{\lambda_{0}}\left(\Delta V+\frac{1}{\beta}\right)^{-1} \exp \left(\Delta V / k_{B} \Gamma\right) \tag{3.40}
\end{equation*}
$$

On putting eqs.(3.39) and (3.40) together, we conclude:

$$
\begin{equation*}
T_{E}\left(b_{B} T\right) \simeq\langle\tau\rangle\left(1-\frac{\beta \Delta V}{1+\beta \Delta V}\right) \tag{3.41}
\end{equation*}
$$

We make now some relevant remarks:
(i) The activation rate in the undercamped limit,

$$
\begin{equation*}
H_{E}\left(\lambda_{0}, \lambda_{2}\right) \equiv T_{E}^{-1}\left(k_{B} T\right) \tag{3.42}
\end{equation*}
$$

is an increasing function of $\lambda_{2}$. In the frame of the Stratonovitch method, eqs. 13. and (3.27) prove this immediately. In the limit of high activation energies - see eqs.(3.28) and (3.29)-from eq. (3.41) we obtain:

$$
\mu_{E}\left(\lambda_{0}, \lambda_{2}\right)=\langle\tau\rangle^{-1}(1+\beta \Delta V)=\mu_{E}\left(\lambda_{0}\right)\left(1+\frac{\lambda_{2}}{\lambda_{0}} \frac{a}{16 b}\right),
$$

where $\mu_{E}\left(\lambda_{0}\right)$ is the inverse of the Kramers escape time for $\lambda_{0} /\lceil a \rightarrow 0$ given
in eq. (3.39). If we compare this result to that of eqs.(3.12)-(3.14) for the overdamped limit we conclude that the $x$-dependent friction terms play a different role in the two viscosity regimes.

$$
E_{i}(x)=e^{x} \sum_{k=1}^{\infty} \frac{(k-1)!}{x^{k}}
$$

On employing eq.(3.38), we can determine the leading term on eq.(3.36):

$$
\begin{equation*}
\langle\tau\rangle=\frac{1}{\lambda_{0}} \frac{k_{n} I}{\Delta V} \cdot \exp \left(\Delta V / k_{B} T\right) \tag{3.39}
\end{equation*}
$$

In view of the approximations introduced in eqs.(3.28) and (3.29), contributions proportional to $\left.\langle\tau\rangle\left(\frac{k_{3} T}{\Delta V}\right)^{k}, k\right\rangle 1$, are meaningless. The inverse of $\langle\tau\rangle$ on eq.(3.39) coincides exactly with the well-known rate of escape found by Kramers/8/ in the underdamped limit. This result makes us more confident of our approach based on the Eaiergy envelope technique and on the definition (3.26) of activation time.

Analogously, expanding eq.(3.37) at the first order in $k_{B} T / \Delta V$, we find :

$$
\begin{equation*}
\delta\langle\tau\rangle=-\frac{k_{B} I}{\lambda_{0}}\left(\Delta V+\frac{1}{\beta}\right)^{-1} \exp \left(\Delta V / k_{B} T\right) \tag{3.40}
\end{equation*}
$$

On putting eqs.(3.39) and (3.40) together, we conclude:

$$
\begin{equation*}
T_{E}\left(k_{B} I\right) \simeq\langle\tau\rangle\left(1-\frac{\beta \Delta V}{1+\beta \Delta V}\right) \tag{3.41}
\end{equation*}
$$

We make now some relevant remarks:
(i) The activation rate in the underdamped limit,

$$
\begin{equation*}
H_{E}\left(\lambda_{0}, \lambda_{2}\right)=\Gamma_{E}^{-1}\left(k_{B} T\right) \tag{3.42}
\end{equation*}
$$

is an increasing function of $\lambda_{2}$. In the frame of the Stratonovitch method, eqs. (3.) and (3.27) prove this immediately. In the limit of high activation energies - see eqs.(3.28) and (3.29)-from eq.(3.41) we obtain:

$$
\mu_{E}\left(\lambda_{0}, \lambda_{2}\right)=\langle\tau\rangle^{-1}(1+\beta \Delta V)=\mu_{E}\left(\lambda_{0}\right)\left(1+\frac{\lambda_{2}}{\lambda_{0}} \frac{2}{16 b}\right)
$$

where $\mu_{E}\left(\lambda_{0}\right)$ is the inverse of the Kramers escape time for $\lambda_{0} / \Gamma a \rightarrow 0$ given in eq.(3.39). If we compare this result to that of eqs.(3.12)-(3.14) for the overdamped limit we conclude that the $x$-dependent friction terms play a different role in the two viscosity regimes.
(ii) The restrictions under which eq.(3.32) for $T_{E}$ is valid can be summarized as follows:
$\Delta V / k_{B} T \gg 1$
(high activation energy),
$\lambda_{0}\left(1+\frac{\lambda_{2}}{\lambda_{0}} \frac{a}{\lambda 6 b}\right) \ll \sqrt{a}$ (small friction).

The second inequality can be justified by noting that its first term plays the role of an 'effective' friction constant in $\mu_{E}\left(\lambda_{0}, \lambda_{2}\right)$-see eq.(3.43)and that $\mu_{E}\left(\lambda_{0}\right)$ has been obtained in the limit $\lambda_{0} \ll \sqrt{a}$. The same conclusion can be reached by supposing that the 'effective' friction constant $\lambda_{0}-\lambda_{2}\left\langle\frac{\psi_{0}(E)}{\phi_{0}(E)}\right\rangle_{E}$ In the denominator of the first integral on eq. (3.32) is very small compared to $\sqrt{a / 14 / .}\langle\cdots\rangle_{E}$ denotes the average with respect to the energy equilibrium distribution (3.25). When $\beta \Delta V$ (i.e. $\lambda_{2}$ ) is small then (3.45) reduces to simply Stratonovitch's original weak damping condition $\lambda_{0} \ll \sqrt{a}$. On the other hand, when $\beta \Delta V$ is large, relation (3.45) restricts the range of values of $\lambda_{0}$ and $\lambda_{2}$ to
(iii) Eq. (3.46) implies that there are ranges of parameter values in which the multiplicative fluctuations and the corresponding damping can have very strong dynamical effects. In such a range the condition that the energy envelope variations are slow compared to the average period of oscillation inside a single
potential well is certainly satisfied- note that $\Delta V / k_{B} T \gg 1$. In order to adopt. eq.(3.43) as a reliable estimate of the activation rate in the underdamped limit, we must further impose the restriction that contributions proportional to 3 are larger than the inaccuracies implied by the approximations on eqs.(3.28) and (3.29). Since the larger corrections are proportional to $\mu_{E}\left(\lambda_{0}\right)\left(k_{B} T / \Delta V\right)^{\frac{1}{2}}$, we must require that the following inequality is satisfied (beside $\lambda_{0} \ll \sqrt{a}$ ):

$$
\begin{equation*}
\frac{\lambda_{0}}{\lambda_{2}} \frac{b}{16 a}<\left(\frac{\Delta V}{c_{B} T}\right)^{\frac{1}{2}} \tag{3.47}
\end{equation*}
$$

In other words, our analytical expression for $M_{E}\left(\lambda_{0}, \lambda_{2}\right)$ is of practical use only if the value of $\lambda_{2}$ is not too small.
4. Activation rates in the presence of memory effects.

This subject has been treated by many authors/2-6/ on using different approaches. In the present Section we study a particular case of the first-order correction to the Markovian limit analyzed in refs. 14 and 15. A completely general derivation has been studied in Section 2, however eqs.(2.26) and (2.27) are of no use for practical purposes due to the presence of too many unknown parameters. Since we are interested in a qualitative description of the effects of the non-- Markovian statistics of the heat bath, we can simplify our problem as follows.

Let us assume that $a_{\nu}(x) \equiv a(x)$ for any $\nu=1, \ldots, N$. In this case
eqs.(2.9) can be re-written as:

$$
\begin{align*}
& \dot{x}=v  \tag{4.1}\\
& \dot{v}=-V^{\prime}(x)+a^{\prime}(x) \int_{0}^{\infty} d \tau \varphi(t-\tau)\left\{a^{\prime}(x(\tau)) V(\tau)\right\}+
\end{align*}
$$

$$
+o^{\prime}(x) f(t)
$$

where $M$ has been chosen unit and

$$
\begin{equation*}
\varphi(t) \equiv \sum_{\nu} \omega_{\nu}^{2} \cos \left(\frac{\omega_{v}}{\sqrt{\mu u_{\nu}}}\right) \tag{4.2}
\end{equation*}
$$

Eq.(4.1) is a generalized Langevin equation and the function $\varphi(t)$ defined on eq. (4.2) plays the role of memory-kernel. Generaiizing the technique expounded in ref. 3 we make the problem (4.1)-(4.2) Markovian by introducing enough additional variables. In our case the Laplace transform $\hat{\varphi}(z)$ of $\varphi(t)$ admits a continued
fraction expansion/12c/:

$$
\begin{equation*}
\hat{\varphi}(z)=\frac{\Delta_{1}^{2}}{z+} \frac{\Delta_{2}^{2}}{z+} \cdots \cdot \frac{\Delta_{n}^{2}}{z+\gamma_{n}} \tag{4.3}
\end{equation*}
$$

Eqs.(4.1)-(4.3) are then equivalent to a set of $n+2$ Markovian equations:

$$
\begin{align*}
& \dot{x}=v \\
& \dot{v}=-V^{\prime}(x)+a^{\prime}(x) \xi_{1} \\
& \dot{\xi_{1}}=-\gamma_{1} \xi_{1}-\Delta_{1}^{2} b(x) v+\xi_{2} \\
& \dot{\xi}_{2}=-\gamma_{2} \xi_{2}-\Delta_{2}^{2} \xi_{1}+\xi_{3} \\
& \cdots-\cdots-\cdots \\
& \dot{\xi} \\
& n=-\gamma_{n} \dot{\xi}_{n}-\Delta_{n}^{2} \xi_{n-1}+\eta(t)
\end{align*}
$$

where the random force $\eta(t)$ is a Gaussian white noise of zero mean and correla

$$
\begin{equation*}
\langle\eta(t) \eta(0)\rangle=2 k_{B} T \gamma_{n} \Delta_{1}^{2} \ldots \Delta_{n}^{2} \delta(t) \tag{4.5}
\end{equation*}
$$

and the function $b(x)$ is suitably related to $a(x)$ :

$$
\begin{equation*}
b(x)=\gamma_{1} a^{\prime}(x) / \Delta_{1}^{2} \tag{4.6}
\end{equation*}
$$

We assume that $\varphi(t)$ is approximated by means of an exponential function, $\exp (-\gamma, t)$, which corrects the Markovian limit $\varphi(t)=\delta(t)$ on ref. 14: this implies that $n$ is chosen equal 1.

From now on we follow the perturbation approach described in Section 2 . The FP operator corresponding to the set of eqs.(4.4) with $n=1$, must be separated into a an unperturbed part,

$$
\begin{equation*}
\Gamma_{0}=\gamma_{1}\left[\frac{\partial}{\partial \xi_{1}} \xi_{1}+\left\langle\xi_{1}^{2}\right\rangle \frac{\partial^{2}}{\partial \xi_{1}^{2}}\right] \tag{4.7}
\end{equation*}
$$

On adopting for $a(x)$ the choice of eq. (2.19), i.e. $\Gamma x+\beta x^{2} / 2$, we write

$(11 \times b)$


suited for computational purposes.



This choice possibly enhances the effect of the short time relaxation on our
distribution, $\rho(x, v, 0) / 22 /$. Let us assume $\rho(x, v ; 0)$ to be given by $\delta\left(x-x_{-}\right)$.



the reactant well, e.g. $x_{-}$, to the product well, e.g. $x_{+}$, as the area below the
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is $\gamma_{1}$. For $\gamma_{1} \rightarrow \infty$ the Markovian limit is recovered.

$a^{\prime}(x) a^{\prime \prime}(x)=\lambda_{2} x+\lambda_{1}$
$a^{\prime}(x)^{2}=\lambda_{2} x^{2}+2 \lambda_{1} x+\lambda_{0}$
$(21 \cdot b)$
roucludi.jo une orks.
to employ a numerical algorithm which has been shown to give excellent performances in such computations $/ 22,23$ /. This algorithm(CFP), based on a continued fraction expansion a la Mori/12/, is now reviewed in ref.23. Fig.l displays our results. The most remarkable effect of the non-Markovian corrections is the increase of $\mu^{\prime}$ as the heat bath relaxation time $\gamma_{1}^{-1}$ increases. Curve 1 refers to the choice $a(x)=\Gamma x$, i.e. $\lambda_{1}=\lambda_{2}=0$. The small discrepancy with the Markovian limit $\mu\left(\lambda_{0}\right)$ of eq.(3.13) is to be accounted for as an effect of the interplay of inertia and anharmonicities in the potential form/7/. These have been disregarded when we worked out eqs.(3.9) and (3.11) using the steepest descendent method in the Smoluchowski approximation. The more accurate values of Larson and Kostin/7/ are reproduced with a precision of some percent.

Curve 2 refers to the case $\lambda_{0}=\lambda_{1}=\lambda_{2}=1$-see eq.(4.12). In the Markovian limit, $\int_{1} \rightarrow \infty$, the smaller rate of escape confirms the predictions of eqs.(3.12) and (3.14) provided that $\mu\left(\lambda_{0}\right)$ of eq.(3.13) is substituted with the Larson and Kostin's rate/7/. The dependence of the activation rate on the parameter $\gamma_{1}$ for $\lambda_{1}$ and $\lambda_{2} \neq 0$ is the main finding of the present Section. Curve 1 closely reproduces results already obtained in ref.3. In the forthcoming section we shall discuss the relevance of these results in view of applications to chemical-phy sical problems.
5. Summary and conclusions. V

In this Section we wish to draw some conclusions about the relevance of the phenomenological LE to applications to chemical-physical systems.

In Section 2 we reviewed Lindenberg and Seshadri/14/ derivation of the LE (1.1 starting from Zwanzig's model Hamiltonian/13/ which describes a nonlinear one--dimensional system coupled with a heat bath of harmonic oscillators. If small nonlinearities are included in the interaction term - or in the heat bath Hamiltonian a formally identical set of $L E,(1.1)-(1.3)$, can be recovered where both the effecti potential $V(x)$ and the friction coefficients $\hat{\lambda}_{i}$ now depend on the system tempera ture T. In Section 3 we determined quantitatively the effects of $x$-dependent friction terms on the activation rate of a process modelled as the escape of a Brownian particle from a well (the reactant well) to another one (the product well) Corrections to the Kramers theory in the overdamped limit are shown to depend on th relative magnitude of $\lambda_{1}^{2}$ and $\lambda_{0} \lambda_{2}$. In Section 4 the effects due to the non--Markovian statistics of the heat bath are accounted for in a simplified case where the relevance of such a property is regulated by means of one new parameter only, $\gamma_{1}^{-1} \equiv \tau_{0}$. A finite heat bath correlation time $\tau_{0}$ is proved to increase the rate of escape of the Brownian particle over the barrier. The main analytical tool emplo throughout this paper is the perturbation technique of adiabatic elimination of
fast relaxing variables described in the Appendix.

When in refs. 16 and 17 experimenters claim that the Kramers theory fails in describing a number of chemical-physical processes, they usually refers to the phenomenological model (1.1) with $\lambda_{1}=\lambda_{2}=0$ (Wang-Uhlenbeck LE/24/) and to the corresponding rate of escape which for high friction constants coincides with Kramers' rate $\mu\left(\lambda_{0}\right)$ on eq. (3.13). Theorists improved/7-9/ such an estimate on accounting for a variety of additional effects all of which, however, assume the Wang-Unlenbeck model as a starting point or as the zero-order approximation of their 4 perturbation approaches. The description obtained first by Lindenberg and Seshadri/14/ and discussed in detail by Mohanty et al. $/ 15$ / is to be regarded as a more realistic basic picture for real chemical-physical systems. This can be reduced to the well--known Wang-Uhlenbeck model under some restrictions and approximations/15/.

We now summary the properties exhibited by the model of eqs.(1.1)-(1.3) in comparison with the naive Wang-Uhlenbeck picture.
dependerce on the temperature. If the viscosity is kept constant in the overdamped limit the activation rate is supposed to depend on $T$ by the Arrhenius law - see eq.(3.13). In view of the findings of Sections 2 and 3, we suggest however that deviations from that fundamental rule could be revealed by means of detailed measurements. The physical origin of such corrections is twofold. First, when we approximated the Liouville description of the global system through a set of LE we pointed out that
the potential of the isolated Brownian particle $U(x)$ was to be replaced by an 'effective' potential $V(x),(2.8)$. This is the potential whose parameters (activati energy, characteristic frequencies, etc.) can be obtained from the experimental dat of any single process. The inevitable anharmonicities of the real heat bath $\left(\mathrm{H}_{\mathrm{SB}}+\mathrm{H}_{\mathrm{B}}\right.$ determine the $T$-dependence of $V(x),(2.24)$, and of $\lambda_{j},(2.25)$. Second, even if we neglect this kind of dependence and we refer to the 'zero-order approximation', eqs.(1.1)-(1.3), the $x$-dependent friction terms imply that a more reliable expressio for the activation rate would be now $\mu\left(\lambda_{i}\right)$ on eq.(3.12), where the tempe enters into the correction prefactor $H\left(\frac{\lambda_{1}}{\lambda_{0}}, \frac{\lambda_{2}}{\lambda_{0}}\right)$ as well. Slight deviations from the Arrhenius law have been measured recently for instance in ref.i7: a more detail analysis should be of great interest.
dependence on viscosity. When the experimental results for the dependence of the activation rate on dissipation are compared with Kramers' predictions (i.e. with the Wang-Uhlenbeck model), it is common/16,17/ to assume a sort of hydrodynamical model for $\lambda_{0}$ in which

$$
\begin{equation*}
\lambda_{0} \propto \eta \tag{15}
\end{equation*}
$$

where $\eta$ ip the solvent viscosity. If we adopt the LE (1.1)-(1.3) as an alternative phenomenological model, a new difficulty arises. Since we cannot fit too many parameters to the experimental data, one could think to take $\eta$ proportional to an 'effective' or 'average' damping/14/. Unfortunately this choice is inconsistent wit:
distinct role in correcting the activation time in the overdamped and underdamped 1imit. In eq. (3.12) we should define $\lambda$ as $\lambda_{0} H\left(\frac{\lambda_{1}}{\lambda_{0}}, \frac{\lambda_{2}}{\lambda_{0}}\right)$ while in eq.(3.43) $\lambda$ would be read $\lambda_{0}(1+\beta \Delta V)$. Therefore it is no surprise that many experimental papers conclude claiming the breakdown of the Kramers theory because of an incorrect prediction of the viscosity dependence of the activation rates/16,17/. dependence on heat bath relaxation time. This is an example of the additional mechanisms introduced/7-6/ to account for the discrepancies in the $\eta$-dependence mentioned above. These improvements are no doubt well founded from a physical point Cf view, but are still to be regarded as perturbation corrections to the Wang-- Uhlenbeck model. When we tried to apply one of those approaches/3/ to the phenomenological LE (1.1)-(1.3), we found that the well-known increase of the activation rate with $\tau_{0}=\mathcal{J}^{-1}$ depends dramatically on the choice of the friction parameters $\lambda_{i}$-seefig. 1.

We conclude remarking that the LE (1.1)-(1.3) are just an example of a generalized version of the Wang-Uhlenbeck model and therefore, before using one-dimensional phenomenological LE of this type, one would be well advised to check under what assumptions these equations are valid descriptions of the dynamics of the specific chemical-physical system under investigation.

This Appendix is aimed at giving some technical rules for applying the AEP (adiabatic elimination procedure) of ref. 25 to the system of eqs.(2.12).

We found it easier to carry out our projection procedure by using a new set of heat bath variables:

$$
\begin{aligned}
& \eta_{ \pm \nu}=\frac{P_{\nu}}{\sqrt{m_{\nu}}}+i \omega_{\nu} Q_{\nu} \\
& \eta_{2 \nu}=-\frac{P_{\nu}}{\sqrt{m_{\nu}}}-\eta \omega_{\nu} Q_{\nu} \\
& \text { The canonical equilibrium distribution } \rho \text { eq is defined as: } \\
& L_{0} \int_{\text {eq }} \equiv 0
\end{aligned}
$$

In the $\left(p_{\nu}, Q_{\nu}\right)$ frame $P$ eq reads:

$$
\operatorname{Seq}\left(P_{v}, Q_{v}\right)=v^{p} \exp \left[-\frac{1}{k_{B} T} \sum_{v}\left(\frac{p_{v}^{2}}{2 m_{v}}+\frac{\omega_{v}^{2} Q_{v}^{2}}{2}\right)\right],
$$

while in the new one, (A.1) and (A.2),

$$
\rho_{e q}\left(\eta_{1 v} \eta_{2 v}\right) \equiv d^{p} \exp \left(-\frac{1}{2 k_{B} T} \sum_{v} \eta_{ \pm \nu} \eta_{2 v}\right)
$$

with $\mathbb{C l}^{P}$ a suitable normalization constant.

In the new variables $\left(\eta_{1 V}, \eta_{2 V}\right)$ the unperturbed, (2.13), and perturbation part, (2.14), of the FP operator can be re-written as:

$$
L_{0}=-2 \sum_{\nu} \frac{i \omega_{\nu}}{\sqrt{m_{\nu}}}\left(\eta_{1 v} \frac{\partial}{\partial \eta_{1 v}}-\eta_{2 v} \frac{\partial}{\partial \eta_{2 v}}\right),
$$



$$
\begin{aligned}
& \text { follows: } \\
& P \frac{\partial}{\partial \eta} \\
& P e \\
& \text { where } i=1,
\end{aligned}
$$

uetssneg e st $\left(\wedge_{0 \times \wedge}\right)^{b a} f$

(2.26)-(2.27) are readly recovered.

and $\left\langle\eta_{A \nu}{ }^{2}\right\rangle=\left\langle l^{2}{ }^{2}\right\rangle=0$. We are now in a position to apply straightforwardly the $\left\langle\left(\eta_{a v}-\eta_{2 v}\right)^{2}\right\rangle=-k_{B} T$,
to the relevant variables ( $x, p$ ) subspace. Finally, eq.(A.5) yields:
Here we used notation as in ref.25. In particular $P$ is the projection operator on $n$

$$
\gamma_{i \nu}=(-1)
$$

Two basic rules of our AEP (see ref. 25 , Section 3 ) are then to be recast as
$\left.+\frac{\partial}{\partial p}\left(\eta_{1 \nu}-\eta_{2 \nu}\right)\right]$
respectively.
$(L \cdot \forall)$
(6. 6 )
(01. $\forall$ )
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 $-V^{\prime}(x) \frac{\partial}{\partial p}-\sum_{\nu}$
1
$a$
$a$
1
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Discrepancies between our formulas $(2.8),(2.10)$ and (2.18) and the corresponding ones of ref. 14 are due to some minor mistakes therein.

```
gag. V
It is not our purpose here to establish the conditions under which the convergence
of integral (2.18) can be proved. The assumption is appropriate for instance, if
N}\mathrm{ is large and }\mp@subsup{\omega}{v}{}/\sqrt{}{\mp@subsup{\omega}{v}{}}\mathrm{ , are to each other as irrational numbers.
```
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[^0]:    Under the mentioned assumptions the diffusion coefficient $K_{B} T D(x)$ is positive within

